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Abstract

In this web appendix, we first establish additional results with aggregate

shocks. Then, we discuss the robustness of linear regressions for testing rational

expectations (RE) when expectations and realizations of the variable of interest

are jointly observed but measured with errors. Third, we consider tests when

only rounded expectations are observed. Fourth, we consider tests when the

two samples are not representative of the same population. Fifth, we present

additional simulations, with covariates. Sixth, we display additional material

on the application. The last section gathers all remaining proofs.

1 Additional results with aggregate shocks

1.1 Statistical tests in the presence of aggregate shocks

In this appendix, we show how to adapt the construction of the test statistic and ob-

tain similar results as in Theorem 2 in the presence of aggregate shocks. As explained

in Section 2.2.3, we mostly have to replace Ỹ by Ỹc = Dq
(
Ỹ , c

)
+(1−D)ψ. Because

we include covariates here, as in Section 3, c is actually a function of X. Also, the

true function c0 has to be estimated. We let ĉ denote such a nonparametric estimator,

which is based on E[q(Y, c0(X))|X] = E[ψ|X]. When q(y, c) = y − c or q(y, c) = y/c,
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we get respectively c0(X) = E(Y |X)− E(ψ|X) and c0(X) = E(Y |X)/E(ψ|X), and ĉ

is easy to compute using nonparametric estimators of E(Y |X) and E(ψ|X).

Because in Proposition 3 (ii) we do not test for a moment equality anymore, m
(
Di, Ỹi, Xi, g, y

)
reduces tom1

(
Di, Ỹc,i, Xi, g, y

)
. We let hereaftermn(g, y) =

∑n
i=1m1

(
Di, Ỹc,i, Xi, g, y

)
/n.

In the test statistic T , we replace, for (y, g) ∈ Y × ∪r≥1Gr, Σn(g, y) by Σn(g, y) =

Σ̂n(g, y) + εDiag
(
V̂
(
Ỹĉ

)
, V̂
(
Ỹĉ

))
, where Σ̂n(g, y) and V̂

(
Ỹĉ

)
are respectively the

sample covariance matrix of
√
nmn (g, y) and the empirical variance of Ỹĉ. The last

difference with the test considered in Section 3 is that when using the bootstrap to

compute the critical value, we also have to re-estimate c0 in the bootstrap sample.

We obtain in this context a result similar to Theorem 2 above, under the regularity

conditions stated in Assumption S1. We let hereafter Cs
(
[0, 1]dX

)
denote the space

of continuously differentiable functions of order s on [0, 1]dX that have a finite norm

‖c‖s,∞ = max
|k|≤s

supx∈[0,1]dX

∣∣c(k)(x)
∣∣. We also let, for any function f on a set G, ‖f‖G =

supx∈G |f(x)|. Finally, when the distribution of
(
D, Ỹ ,X

)
is F , KF denotes the

asymptotic covariance kernel of n−1/2Diag
(
V
(
Ỹc0

))−1/2

m.

Assumption S1 (i) ĉ and c0 belong to Cs
(
[0, 1]dX

)
, with s ≥ dX . Moreover, ‖ĉ−

c0‖[0,1]dX = oP (1).

(ii) For all y ∈ Y, q is Lipschitz on Y× [−C,C] for some C > ‖c0‖[0,1]dX . Moreover,

sup(y,c)∈Y×[−C,C] |q(y, c)| ≤M0;

(iii) For all c ∈ R, the function q(·, c) : Y → Y is bijective and its inverse qI(·, c) is

Lipschitz on Y;

(iv) Fψ|X(·|x), FY |X(·|x) are Lipschitz on Y uniformly in x ∈ [0, 1]dX with constants

QF,1 satisfying supF∈F0
QF,1 ≤ Q1 <∞. Also, Fq(ψ,c(X)), Fq(Y,c(X)) are Lipschitz

on [−M0,M0] with constants QF,2 satisfying supF∈F0
QF,2 ≤ Q2 <∞;

(iv) infF∈F VF

[
Ỹ 2
c

]
> 0 and ε0 ≤ infF∈F EF [D] ≤ supF∈F EF [D] ≤ 1− ε0 for some

ε0 ∈ (0, 1/2). Also, V̂F

[
Ỹ 2
ĉ

]
is a consistent estimator of VF

[
Ỹ 2
c

]
.

Part (i) imposes some regularity conditions on c0 and its nonparametric estimator ĉ.

It is possible to check such regularity conditions on ĉ with kernel or series estimators
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of E(Y |X) and E(ψ|X). Parts (ii) and (iii) also hold when q(y, c) = y − c and

q(y, c) = q(y)/c, by imposing in the second case that c belongs to a compact subset of

(0,∞). Proposition S1 shows that under these conditions, the test has asymptotically

correct size.

Proposition S1 Suppose that rn → ∞ and that Assumptions 3 and S1 hold. Then

(i) in Proposition 2 holds, replacing ϕn,α by ϕn,α,ĉ.

Results like (ii) and (iii) in Proposition 2 could also be obtained under the conditions

of Proposition S1, modifying directly the proof of Proposition 2.

1.2 Impossibility results with more flexible effects of aggre-

gate shocks

We show here that restrictions in the way aggregate shocks affect the outcome are

needed to be able to reject RE with FY and Fψ. We consider for that purpose the

following model:

Y =
K∑
k=0

CkV
k + ε, (1)

where V is I-measurable and the individual shock ε satisfies E[ε|I] = 0. The vector

C := (C0, ..., CK)′ represents aggregate shocks, which is assumed to be independent

of I, with support RK+1. We also assume that E(C) = (0, 1, 0, ..., 0)′, so that V =

E[Y |I] and under RE, ψ = V . Let Qc(y) =
∑K

k=0 cky
k. Then E(Y |C = c, I) = Qc(V )

and under RE, we have

E(Y |C = c, I) = Qc(ψ).

Hence, as in Section 2.2.3, we consider the following hypothesis:

H0SK : there exist random variables (Y ′, ψ′) , a sigma-algebra I ′ and c ∈ RK+1 such that

σ(ψ′) ⊂ I ′, Y ′ ∼ Y, ψ′ ∼ ψ and E [Y ′|I ′] = Qc(ψ
′).

The following proposition is a negative result on the possibility to test for H0SK .

Proposition S2 Suppose that FY and Fψ are continuous with supports that are

bounded intervals. For any η > 0, there exists K > 0 and F , with supu∈R |F (u) −
Fψ(u)| < η, such that H0SK holds with Y and ψ̃ ∼ F (instead of ψ).

3



Proposition S2 states that as K grows large, the set of cdfs FY and Fψ satisfying

H0SK (and thus RE in Model (1)) becomes arbitrarily close, for the Kolmogorov-

Smirnov metric, to the set of of cdfs FY and Fψ that do not satisfy H0SK . In other

words, ∪K∈NH0SK is dense in the set of all continuous cdfs having bounded interval

as supports. When combined with Theorem 2 in Bertanha and Moreira (2020), this

implies that there does not exist any almost-surely continuous test of ∪K∈NH0SK that

has non-trivial power.

A similar, negative result holds if aggregate shocks are allowed to vary with respect to

unobserved, individual-specific variables. For instance, shocks may be sector-specific,

but sectors may be unobserved in the data. To show such an impossibility result,

consider the following model:

Y = q(C,U) + V + ε,

where both U and V are I−measurable, C is an aggregate shock independent of I and

the individual shock ε satisfies E[ε|I] = 0. Thus, aggregate shocks affect the outcome

in an additive way, but heterogeneously across individuals, depending on their U ,

which is assumed to be unobserved by the econometrician and can thus depend on

V in a flexible way. We assume without loss of generality that E[q(C,U)|I] = 0, so

that ψ = V under RE. Let us also assume that q(u, c) =
∑K

k=0 cku
k and U = ξV ,

with ξ > 0, ξ ⊥⊥ V and E[ξk] < ∞ for all k ≤ K. Let C ′k = E[ξk]Ck if k 6= 1,

C ′1 = E[ξ]C1 − 1 and C ′ = (C ′0, ..., C
′
K)′. Then, under RE,

E[Y |C ′ = c′, I] =
K∑
k=0

c′kψ
k.

Moreover, if Supp(C) = RK+1, we also have Supp(C ′) = RK+1, and no constraint is

imposed on c′.1 As a result, we are led again to test H0SK , and the same negative

result as above holds.

1E[q(C,U)|I] = 0 implies that E[Ck] = 0 for k = 0, ...,K, but it does not restrict the set of

possible c′k.
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2 Tests based on linear regressions with measure-

ment errors

We suppose here to observe both (Ŷ , ψ̂) satisfying (1). In this framework, we study

the restrictions that RE entail on the coefficient β of the (theoretical) linear regression

of Ŷ on ψ̂.

Proposition S3 1. For any values of (V(Ŷ ),V(ψ̂),Cov(Ŷ , ψ̂)) such that V(Ŷ ) >

V(ψ̂), there exists a DGP compatible with this triple, satisfying (1), for which

RE hold and such that ε+ξY ⊥⊥ ψ and Fξψ dominates at the second order FξY +ε.

2. If β < 1− 1/(1 + λ) for some λ ≥ 0, there exists no DGP compatible with this

value of β, satisfying (1), for which RE hold and such that corr(ξψ, ξY + ε) ≥ 0

and V(ψ)/V(ξψ) ≥ λ.

The first result is a negative one. It implies that without further restrictions than

those already imposed in Proposition 4, the regression of Ŷ on ψ̂ does not bring any

additional restriction related to RE. The second result, on the other hand, shows

that if one assumes a positive correlation between ξψ and ξY + ε and a lower bound

on the signal-to-noise ratio V(ψ)/V(ξψ), then β is bounded from below under RE.

The restriction corr(ξψ, ξY + ε) ≥ 0 seems reasonable. First, given that the shocks ε

cannot be anticipated, it is natural to assume that corr(ξψ, ε) = 0. It then follows

that the assumption corr(ξψ, ξY + ε) ≥ 0 holds if the measurement errors on Y and

ψ are positively correlated. This would typically happen, for instance, if individuals

report their expectations and realized earnings omitting in both cases some compo-

nents of their earnings, or if they instead overstate their realized earnings, and their

expectations accordingly.

This proposition just focuses on the linear regression of Ŷ on ψ̂, since this regression

has been very often used to test for RE. This means, however, that there may in

principle be additional restrictions on the joint distribution of (Ŷ , ψ̂) implied by RE.
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3 Tests with rounding practices

We have considered in Section 2.2.4 the possibility of measurement errors on ψ. An-

other source of uncertainty on ψ is rounding. Rounding practices by interviewees

are common. A way to interpret these practices is that in situations of ambiguity,

individuals may only be able to bound the distribution of their future outcome Y

(Manski, 2004). If individuals round at 5% levels, for instance, an answer ψ = 0.05

for the beliefs about percent increase of income should then only be interpreted as

ψ ∈ [0.025, 0.075]. Another case where only bounds on ψ are observed is when ques-

tions to elicit subjective expectations take the following form: “What do you think

is the percent chance that your own [Y ] will be below [y]?”, for a certain grid of

y. If 0 and 100 are always observed, or if we assume that the support of subjective

distributions is included in [y, y], we can still compute bounds on ψ.2 In such cases,

we only observe (ψL, ψU), with ψL ≤ ψ ≤ ψU . For a thorough discussion of this issue,

and especially of how to infer rounding practices, see Manski and Molinari (2010).

In this setting, rationalizing rational expectations is less stringent than in our baseline

set-up since the constraints on the distribution of ψ are weaker. Formally, the null

hypothesis takes the following form:

H0B : ∃(Y ′, ψ′, I ′) : σ(ψ′) ⊂ I ′, Y ′ ∼ Y, FψU ≤ Fψ′ ≤ FψL and E(Y ′|I ′) = ψ′.

To obtain an equivalent formulation to H0B, a natural idea would be to fix a candidate

cdf F ∈ [FψU , FψL ] for Fψ and apply Theorem 1 with this F . Then, letting ∆F (y) =∫ y
−∞ FY (t)−F (t)dt and δF = E(Y )−

∫
udF (u), H0B would hold as long as for some F ∈

[FψU , FψL ], ∆F (y) ≥ 0 for all y ∈ R and δF = 0. In practice though, directly checking

whether such a distribution exists would be very difficult. Fortunately, we show in

the following proposition that it is in fact sufficient to check that these conditions

hold for a specific candidate distribution. To define the cdf of this distribution, we

introduce, for all b ∈ R, the random variables

ψb = ψU1l{ψU < b}+ max(b, ψL)1l{ψU ≥ b}.
2Note however that in this case, our approach does not take into account all the information on

the subjective distribution.
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We also let ψ−∞ = ψL and ψ∞ = ψU . The cdf of ψb is then F b(t) = FψU (t)1l{t <
b} + FψL(t)1l{t ≥ b}, for all b ∈ R. We let FB = {F b, b ∈ R} denote the set of all

such cdfs.

Assumption S2 E(|Y |) <∞, E(|ψL|) <∞ and E(|ψU |) <∞.

Proposition S4 Suppose that Assumption S2 holds. First, if E[ψL] ≤ E[Y ] ≤ E[ψU ],

there exists a unique F ∗ ∈ FB such that δF ∗ = 0. Second, the following statements

are equivalent:

(i) H0B holds.

(ii) E[ψL] ≤ E[Y ] ≤ E[ψU ] and ∆F ∗(y) ≥ 0 for all y ∈ R.

This test shares some similarities with the test in the presence of aggregate shocks.

Specifically, if E[ψL] ≤ E[Y ] ≤ E[ψU ], we first identify b0 ∈ R such that the candidate

belief ψb0 , which plays a similar role as the modified outcome q(Y, c0) in the test with

aggregate shocks, satisfies the equality constraint E[ψb0 ] = E[Y ]. Noting that the

inequality ∆F ∗(y) ≥ 0 can be rewritten as E
[
(y − Y )+ −

(
y − ψb0

)+
]
≥ 0, it follows

from (ii) that rationalizing RE in this context (i.e., H0B) is then equivalent to a set

of many moment inequality constraints involving the distributions of realizations Y

and candidate belief ψb0 .

4 Tests with sample selection in the datasets

We consider here cases where the two samples are not representative of the same

population, or formally, D is not independent of (Y, ψ). This may arise for instance

because of oversampling of some subpopulations or differences in nonresponse between

the two surveys that are used. We assume instead that selection is conditionally

exogenous, that is to say:

D ⊥⊥ (Y, ψ)|X. (2)

We show how to use a propensity score weighting to handle such a selection. Denote

by p(x) = P (D = 1|X = x) = E [D|X = x] the propensity score and by

W (X) =
D

p(X)
− 1−D

1− p(X)
.
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The law of iterated expectations combined with Proposition 2 directly yields the

following proposition:

Proposition S5 Suppose that (2) and Assumption 1 hold. Then H0X is equivalent

to

E
[
W (X)

(
y − Ỹ

)+
∣∣∣∣X] ≥ 0

for all y ∈ R and E
[
W (X)Ỹ

∣∣∣X] = 0.

This proposition shows that under sample selection, we can build a statistical test of

H0X akin to that developed in Section 3, by merely estimating nonparametrically

p(X). We could consider for that purpose a series logit estimator, for instance.

Validity of such a test would follow using very similar arguments as for the test

with aggregate shocks considered above.

5 Simulations with covariates

We consider here simulations including covariates. The DGP is similar to that con-

sidered in Section 4. Specifically, we assume that Y = ρψ +
√
Xε, with ρ ∈ [0, 1],

ψ ∼ N (0, 1), X ∼ Beta(0.1, 10) and

ε = ζ (−1l{U ≤ 0.1}+ 1l{U ≥ 0.9}) ,

where ζ ∼ N (2, 0.1) and U ∼ U [0, 1]. (ψ, ζ, U,X) are supposed to be mutually

independent. Like in the test without covariates, we can show that the test with

covariates is able to reject RE if and only if ρ < 0.616. On the other hand, E [Y |X] =

E [ψ|X], so the naive conditional test has no power. The test based on conditional

variances rejects only if ρ < 0.445. Finally, we can show that without using X, our

test has power only for ρ < 0.52. Hence, relying on covariates allows us to gain power

for ρ ∈ [0.521, 0.616).

Again, we consider nψ = nY = n ∈ {400; 800; 1, 200; 1, 600; 3, 200}, use 500 bootstrap

simulations to compute the critical value, and rely on 800 Monte-Carlo replications

for each value of ρ and n. We use the same parameters p = 0.05 and b0 = 0.3 as

above.

8



Notes: the dotted vertical lines correspond to the theoretical limit for the rejection of the

null hypothesis for test based on variance (ρ ' 0.445), our test without covariates (ρ '

0.521) and our tests with covariates (ρ = 0.616). The dotted horizontal line corresponds

to the 5% level.

Figure S1: Power curves for the test with covariates.

Figure S1 shows that the RE test with covariates asymptotically outperforms the

RE test without covariates. The test exhibits a similar behavior as that without

covariates, though, as we could expect, the power converges less quickly to one as n

tends to infinity.
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6 Additional material on the application

6.1 Effect of the Winsorization on the RE test

Winsorization level 0.95 0.97 0.99

(p-value) (p-value) (p-value)

All < 0.001 < 0.001 0.002

Women < 0.001 < 0.001 0.001

Men 0.210 0.254 0.342

White 0.021 0.030 0.049

Minorities 0.006 0.007 0.018

College degree 0.130 0.146 0.196

No college degree 0.013 0.012 0.009

High numeracy 0.012 0.017 0.034

Low numeracy 0.022 0.026 0.029

Tenure ≤ 6 months 0.001 0.005 0.009

Tenure > 6 months 0.091 0.118 0.304

Notes: We test H0S with q(y, c) = y/c, using 5,000 bootstrap simula-

tions to compute the critical values. Distributions of realized earnings

(Y ) and earnings beliefs (ψ) are both Winsorized at either the 0.95,

0.97, or 0.99 quantile.

Table S1: Full test of RE with different levels of Winsorization

6.2 Possibly endogenous attrition in the survey

In addition to measurement errors, another potential issue when using the linked

data (Y, ψ) is that attrition may be related to Y itself. This would create a sample

selection issue that would invalidate the direct test, even absent any measurement

errors. To explore this possibility, Table S2 below reports the estimation results from

a logit model of attrition on earnings beliefs, gender, race/ethnicity, college degree

attainment, numeracy test score, tenure and a (linear) time trend. The main takeaway

from this table is that earnings beliefs ψ are significantly associated with attrition,
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even after controlling for this extensive set of characteristics. This result suggests

that individuals for whom we observe both earnings expectations and realizations are

likely to earn more than those who are not followed across the two waves. Along

the same lines, a Kolmogorov-Smirnov test rejects at the 1% level the equality of the

distributions of realized earnings between the whole sample and the subsample that

would be used for the direct test. Similarly, we reject the equality of the distributions

of expected earnings between these two samples. These results indicate that, in

this context, the direct RE test is likely to be misleading. Conversely, attrition is

unlikely to be an issue with our test, since we use in each wave the observations of

all respondents.3

Intercept ψ Male White Coll. Degree Low Num. Tenure > 6 Trend

All 1.327∗∗ -6.206e-06∗∗ 0.046 -0.311 -0.137 -0.141 -0.786∗∗ -0.040

(0.293) (1.621e-06) (0.138) (0.222) (0.139) (0.162) (0.164) (0.033)

Notes: 1,565 observations. Significance levels: †: 10%, ∗: 5%, ∗∗: 1%.

Table S2: Logit model of attrition

7 Proofs

7.1 Notation and preliminaries

For any set G, let us denote by l∞(G) the collection of all uniformly bounded real

functions on G equipped with the supremum norm ‖f‖G = supx∈G |f(x)|. Denote by

L2(F ) the square integrable space with respect to the measure associated with F ,

and let ‖·‖F,2 be the corresponding norm. We let N(ε, T , L2(F )) denote the minimal

number of ε-balls with respect to ‖·‖F,2 needed to cover T . An ε-bracket (with respect

to F ) is a pair of real functions (l, u) such that l ≤ u and ‖u− l‖F,2 ≤ ε. Then, for

any set of real functions M, we let N[](ε,M, L2(F )) denote the minimum number of

3The one assumption we need to make is that respondents in the surveys used to measure ψ (i.e.,

those of March and July 2015) are drawn from the same population as those from the surveys used

to measure Y (i.e., those of July and November 2015). That there is no significant time trend in the

attrition model (Table S2) suggests that this assumption is reasonable in this context.
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ε-brackets needed to cover M. We denote by G = (∪r≥1Gr). For x ∈ Rd, d > 1, we

denote by ‖x‖∞ = maxj=1,...,d |x|.

For a sequence of random variable (Un)n∈N and a set F0, we say that Un = OP (1)

uniformly in F ∈ F0 if for any ε > 0 there exist M > 0 and n0 > 0 such that

supF∈F0
PF (|Un| > M) < ε for all n > n0. Similarly we say that Un = oP (1)

uniformly in F ∈ F0 if for any ε > 0, supF∈F0
PF (|Un| > ε)→ 0.

Finally, we add stars to random variables whenever we consider their bootstrap ver-

sions, as with T ∗ versus T . We define oP ∗ and OP ∗ as above, but conditional on(
Ỹi, Di, Xi

)
i=1...n

. Convergence in distribution conditional on
(
Ỹi, Di, Xi

)
i=1...n

is

denoted by →d∗ .

7.2 Proof of Theorem 2

(i) This is a particular case of Proposition S1 below, with q(Y, c0) = Y . The proof is

therefore omitted.

(ii) We show that equality holds for F0 ∈ F0 satisfying the conditions stated in (ii).

The proof is divided in three steps. We first prove convergence in distribution of T to

S defined below, and conditional convergence of T ∗ towards the same limit. Then we

show that the cdf H of S is continuous and strictly increasing in the neighborhood

of its quantile of order 1− α, for any α ∈ (0, 1/2). The third step concludes.

1. Convergence in distribution of T and T ∗.

Let us introduce some notation. Let Kj,j (j ∈ {1, 2}) be the j-th diagonal element

of the covariance kernel K, S : (ν,K) 7→ (1 − p)
(
−ν1/K

1/2
1,1

)+2

+ p
(
ν2/K

1/2
2,2

)2

,

q(r) = (r2 + 100)
−1

(2r)−dX , and

νn,F0(y, g) =
1√
n

n∑
i=1

Diag
(
VF0

(
Ỹ
))−1/2 (

m
(
Di, Ỹi, Xi, g, y

)
− EF0

[
m
(
Di, Ỹi, Xi, g, y

)])
.

Finally, we define kn,F0(y, g) =
√
nDiag

(
VF0

(
Ỹ
))−1/2

EF0

[
m
(
Di, Ỹi, Xi, g, y

)]
,

Kn,F0(y, g, y
′, g′) = Diag

(
VF0

(
Ỹ
))−1/2

Ĉov
(√

nmn(y, g),
√
nmn(y′, g′)

)
Diag

(
VF0

(
Ỹ
))−1/2

,

Kn,F0(y, g, y
′, g′) = Kn,F0(y, g, y

′, g′) + εDiag
(
VF0

(
Ỹ
))−1/2

Diag
(
V̂
(
Ỹ
))

Diag
(
VF0

(
Ỹ
))−1/2

,

12



and use the notations Kn,F0(y, g) = Kn,F0(y, g, y, g) and Kn,F0(y, g) = Kn,F0(y, g, y, g).

We have, by definition of T ,

T = sup
y∈Y

∑
(a,r):r∈{1,...,rn},a∈Ar

q(r)S
(
νn,F0(y, ga,r) + kn,F0(y, ga,r), Kn,F0(y, ga,r)

)
.

To characterize the distribution of T (resp. T ∗), we first prove the convergence of

νn,F0 and Kn,F0(y, ga,r) (resp. ν∗n,F0
and K∗n,F0

(y, ga,r)). For those purposes, we use a

class of functions which is a general form taken by m1 defined in (2), namely, for any

0 < N1 < M1,

M0 = {fy,φ1,φ2,g (ỹ, x, d) =
(
dφ1 (y − ỹ)+ − (1− d)φ2 (y − ỹ)+) g(x),

(y, φ1, φ2, g) ∈ Y × [N1,M1]2 × G}.

Remark thatM0 is a particular case of classesM defined in (6) below. Then, by the

proof of Proposition S1 below, Assumptions PS1 and PS2 in AS are satisfied. Thus,

the assumptions of Lemma D.2 in AS hold as well. This entails that Assumptions

PS4 and PS5 in AS hold. Namely, there exists a Gaussian process νF0 such that

- νn,F0 →d νF0 and ν∗n,F0
→d∗ νF0 ;

- For all r ∈ N and (y, g) ∈ Y×Gr, Kn,F0(y, g)→P KF0(y, g)+εI2 andK∗n,F0
(y, g)→P ∗

KF0(y, g) + εI2, where I2 is the 2× 2 identity matrix.

Moreover, letting kF0(y, g) denote the limit in probability of kn,F0(y, g), we have

kF0(y, g) = 0 if (y, g) ∈ LF0 and ∞ otherwise. Note that by assumption, the set

LF0 is nonempty.

Thus, using (D.11) in the proof of Theorem D.3. in AS, which is based on the uniform

continuity of the function S in the sense of Assumption S2 therein, we have, under

F0,

T →d sup
y∈Y

∑
(a,r)∈Ar×N

S (νF0(y, ga,r) + kF0(y, ga,r), KF0(y, ga,r) + εI2)

= S := sup
y∈Y

∑
(a,r):(y,ga,r)∈LF0

q(r)S (νF0(y, ga,r), KF0(y, ga,r) + εI2) ,

where the equality follows by definition of S and kF0(y, g). Similarly, using As-
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sumption PS5 and (D.11) in AS, replacing T by T ∗ and quantities νn,F0(y, ga,r) and

Kn,F0(y, ga,r) by their bootstrap counterparts (see the proof of Lemma D.4 in AS) we

have T ∗ →d∗ S.

2. The cdf H of S is continuous and strictly increasing in the neighborhood

of any of its quantile of order 1− α > 1/2.

First, the cdf H of S is a convex functional of the Gaussian process νF0 . Then, as

in the proof of Lemma B3 in Andrews and Shi (2013), we can use Theorem 11.1 of

Davydov et al. (1998) p.75 to show that H is continuous and strictly increasing at

every point of its support except r = inf{r ∈ R : H(r) > 0}. Moreover, for any r > 0,

H(r) ≥ P

sup
y∈Y

∑
(a,r):(y,ga,r)∈LF0

q(r)S (νF0(y, ga,r), KF0(y, ga,r) + εI2) < r


≥ P

(
sup

j∈{1,2},(y,a,r):(y,ga,r)∈LF0

∣∣(K2,F0,j,j(y, ga,r) + ε)−1/2νF0,j(y, ga,r)
∣∣ < √r/2

Q

)
> 0,

where Q =
∑

(a,r):(y,ga,r)∈LF0
q(r) < ∞ and we use Problem 11.3 of Davydov et al.

(1998) p.79 for the last inequality. This yields r > r and H is continuous and strictly

increasing on (0,∞).

Then, we show that for any α ∈ (0, 1/2), the quantile of order 1 − α of the distri-

bution of S is positive. By assumption, there exists (y0, g0) ∈ LF0 such that either

KF0,11(y0, g0) > 0 or KF0,2(y0, g0) > 0. This yields

P (S > 0) = 1− P

sup
y∈Y

∑
(a,r):(y,ga,r)∈LF0

q(r)S (νF0(y, ga,r), KF0(y, ga,r) + εI2) = 0


≥ 1− P (νF0,1(y0, g0) ≤ 0, νF0,2(y, g0) = 0)

≥ 1−min {P (νF0,1(y0, g0) ≤ 0) ,P (νF0,2(y0, g0) = 0)}

≥ 1/2. (3)

The first inequality holds by definition of the supremum and because S is nonnegative.

To obtain the last inequality, note that either νF0,1(y0, g0) is non-degenerate, in which

case the first probability is 1/2 (since νF0,1(y0, g0) is normal with zero mean), or

νF0,2(y0, g0) is non-degenerate, in which case the second probability is 0.
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Finally, using that H is strictly increasing on (0,∞), (3) ensures that any quantile

of S of order 1− α with α ∈ [0, 1/2) is positive. Hence, H is continuous and strictly

increasing in the neighborhood of any such quantiles.

3. Conclusion.

Using T ∗ →d∗ S in distribution, Step 2 and Lemma 21.2 in Van der Vaart (2000),

we have that for η > 0, c∗n,α →d∗ c(1 − α + η) + η, where c(1 − α + η) is the

(1−α+ η)-th quantile of the distribution of S. Because T →d S and H is continuous

at c(1− α + η) + η > 0, we obtain that

lim
η→0

lim sup
n→∞

PF0

(
T > c∗n,α

)
= α.

Combined with the inequality of Part (i) above, this yields the result.

(iii) This results follows from Theorem E.1 in AS. First, Assumption SIG2 in AS

holds for σ2
F = VF

(
Ỹ
)

, following the proof of Lemma 7.2 (b) under Assumption

3-(ii). Second, Assumptions PS4 and PS5 are satisfied using the point (ii) above.

Third, Assumptions CI, MQ, S1, S3, S4 in AS are also satisfied by construction of

the statistic T . Thus, Theorem E.1 in AS yields the result. �

7.3 Proof of Proposition S1

We introduce EF,c = EF
[
m
(
Di, Ỹc,i, Xi, g, y

)]
and

νn,F (y, g) =
1√
n

n∑
i=1

Diag
(
V̂F

(
Ỹĉ

))−1/2 (
m
(
Di, Ỹĉ,i, Xi, g, y

)
− EF,ĉ

)
,

νn,F (y, g) =
1√
n

n∑
i=1

Diag
(
VF

(
Ỹc0

))−1/2 (
m
(
Di, Ỹc0,i, Xi, g, y

)
− EF,c0

)
.

The proof is based on Theorem 5.1 in AS, hence we have to check that the corre-

sponding assumptions PS1, PS2, and SIG1 hold. Namely, we have to ensure that

- PS1: for all sequence F ∈ F and all (d, y′, x, g, y, c) ∈ {0, 1} × Y × [0, 1]dX ×
Gr × Y × Cs

(
[0, 1]dX

)∣∣∣∣∣∣m(d, y′, x, g, y)

VF

(
Ỹc,i

)
∣∣∣∣∣∣ ≤M(d, y′, x, g, y) and EF

[
M
(
Di, Ỹc,i, Xi, g, y

)2+δ
]
≤ C <∞,

where δ > 0 and for some function M ;
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- PS2: for all sequence Fn ∈ F , the i.i.d triangular array of processes

T 0
n =

{m(Di, Ỹn,c(Xn,i), Xn,i, g, y
)

VFn

(
Ỹn,c(Xn,i)

) , (c, y, g) ∈ Cs
(
[0, 1]dX

)
× Y × G, i ≤ n, n ≥ 1

}

is manageable with respect to some envelope function U1 (see Pollard, 1990,

p.38 for the definition of a manageable class);

- SIG1: for all ζ > 0, supF∈F ,c∈Cs([0,1]dX ) P
(∣∣∣V̂F

(
Ỹi,c

)
/VF

(
Ỹi,c

)
− 1
∣∣∣ > ζ

)
→

0.

We proceed in two steps, to handle the fact that c0 and Diag
(
VF

(
Ỹc0

))−1/2

are

estimated:

1. We first show that

sup
F∈F0

sup
g∈∪r≥1Gr,y∈Y

‖νn,F (y, g)− νn,F (y, g)‖∞ =oP (1), (4)

sup
F∈F0

sup
g∈∪r≥1Gr,y∈Y

∥∥ν∗n,F (y, g)− ν∗n,F (y, g)
∥∥
∞ =oP ∗(1). (5)

2. Next, we show that m satisfies assumptions PS1, PS2, and that SIG1 in AS also

holds for σ2
F = VF

(
Ỹc0

)
, where F ∈ F and σ̂2

n = n−1
∑n

i=1

(
Ỹĉ,i − n−1

∑n
j=1 Ỹĉ,j

)2

.

1. Proof of (4)-(5)

We apply the uniform version over F ∈ F0 of Theorem 3 in Chen et al. (2003) to a

general class of functions to which pertain the moment condition m (see (2), with Ỹ

replaced here by Ỹc = Dq
(
Ỹ , c

)
+ (1−D)ψ and without the moment equality m2).

Hence, it suffices to verify that Assumptions (3.2) and (3.3) of Theorem 3 in Chen

et al. (2003) are satisfied. Let us introduce, for any 0 < N1 < M1, the classes of

functions

M1 =
{
fc,y,φ,g (ỹ, x) = φ (y − q (ỹ, c(x)))+ g(x), (c, y, φ, g) ∈ Cs

(
[0, 1]dX

)
× Y × [N1,M1]× G

}
,

(6)

M2 =
{
fc,y,φ,g (ỹ, x) = φ (y − ỹ)+ g(x), (c, y, φ, g) ∈ Cs

(
[0, 1]dX

)
× Y × [N1,M1]× G

}
,

M ={fc,y,φ1,φ2,g (ỹ, x, d) = (dgc,y,φ1,g − (1− d)qc,y,φ2,g) (ỹ, x) , g ∈M1, q ∈M2,

(c, y, φ1, φ2, g) ∈ Cs
(
[0, 1]dX

)
× Y × [N1,M1]2 × G}.
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Note that φ1, φ2, and c in the class M denote components of m that are estimated.

Consider the space Cs
(
[0, 1]dX

)
× Y × [N1,M1]2 × G equipped with the norm

‖(c, y, φ1, φ2, g)‖ = max
{
‖c‖[0,1]dX , |y| , |φ1| , |φ2| , ‖g‖[0,1]dX

}
.

For v = (c, y, φ1, φ2, g), v′ = (c′, y′, φ′1, φ
′
2, g
′) ∈ Cs

(
[0, 1]dX

)
× Y × [N1,M1]2 × G and

(ỹ, x, d) ∈ Y× [0, 1]dX×{0, 1}, we have, by the triangular inequality and Assumptions

S1-(i) and S1-(v),

|fv (ỹ, x, d)− fv′ (ỹ, x, d)| ≤
∣∣gc,y,φ1,g (ỹ, x)− gc′,y′,φ′1,g′ (ỹ, x)

∣∣
+
∣∣qc,y,φ2,g (ỹ, x)− qc′,y′,φ′2,g′ (ỹ, x)

∣∣
≤(M +M0) (|φ1 − φ′2|+ |φ2 − φ′2|)

+ 2M1 [|y − y′|+ |q (ỹ, c(x))− q (ỹ, c′(x))|]

+ 2M0M1

[
|1l {q(ỹ, c(x)) ≤ y} − 1l {q(ỹ, c(x)) ≤ y′}|

+ |1l {q (ỹ, c(x)) ≤ y′} − 1l {q (ỹ, c′(x)) ≤ y′}|

+ |g(x)− g′(x)|
]
.

Denote by Kq > 0 the Lipschitz constant of q(ỹ, .). Then, by convexity of x 7→ x2,

we obtain

1

7
|fv (ỹ, x, d)− fv′ (ỹ, x, d)|2 ≤(M +M0)2

(
|φ1 − φ′1|

2
+ |φ2 − φ′2|

2
)

+ 4M2
1

[
|y − y′|2 +Kq ‖c− c′‖2

[0,1]dX

]
+ 4(M0M1)2

[
|1l {q(ỹ, c(x)) ≤ y} − 1l {q(ỹ, c(x)) ≤ y′}|

+ |1l {q (ỹ, c(x)) ≤ y′} − 1l {q (ỹ, c′(x)) ≤ y′}|

+ ‖g − g′‖2
[0,1]dX

]
.

Fix δ > 0. If ‖v − v′‖ ≤ δ, this yields

1

7
|fv (ỹ, x, d)− fv′ (ỹ, x, d)|2 ≤δ2

(
2(M +M0)2 + 4M2

1 (1 +Kq) + 4(M0M1)2
)

+ 4(M0M1)2
[
1l {q(ỹ, c(x)) ≤ y + δ} − 1l {q(ỹ, c(x)) ≤ y − δ}

+
∣∣1l{ỹ ≤ qI (y′, c(x))

}
− 1l

{
ỹ ≤ qI (y′, c′(x))

}∣∣ ].
Next, by Assumption S1-(iv), we obtain

E
[
1l
{
q
(
Ỹ , c(X)

)
≤ y + δ

}
− 1l

{
q
(
Ỹ , c(X)

)
≤ y − δ

}]
= Fq(Ỹ ,c(X)) (y + δ)− Fq(Ỹ ,c(X)) (y − δ)

≤ 2Q2δ.
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Finally, we have

E
[∣∣1l{Y ≤ qI (y′, c(X))

}
− 1l

{
ỹ ≤ qI (y′, c′(X))

}∣∣]
≤E

[
1l
{
Y ≤ qI (y′, c(X))−QF,2δ

}
− 1l

{
ỹ ≤ qI (y′, c(X)) +QF,2δ

}]
≤E

[
FY |X

(
qI (y′, c(X))−QqIδ

∣∣X)− FY |X (qI (y′, c(X)) +QqIδ
∣∣X)]

≤2QF,1QqIδ,

where QqI is the Lipschitz constant of qI . Thus, by Assumption S1, there exists Q > 0

such that

sup
F∈F0

E

[
sup

‖v−v′‖≤δ

∣∣∣fv (Ỹ , X,D)− fv′ (Ỹ , X,D)∣∣∣2] ≤ Qδ. (7)

Therefore the class M satisfies Condition (3.2) of Theorem 3 in Chen et al. (2003)

uniformly in F ∈ F0. Moreover, the class G is manageable and thus Donsker (see

Lemma 3 in Andrews and Shi, 2013). Finally, by Remark 3 (ii) in Chen et al. (2003),

Cs
(
[0, 1]dX

)
is also Donsker. Then, Cs

(
[0, 1]dX

)
, Y , [N1,M1], and G satisfy Condition

(3.3) of Theorem 3 in Chen et al. (2003). The result follows by Theorem 3 in Chen

et al. (2003).

2. m satisfies PS1 and PS2 of AS and SIG1 of AS also holds for σ2
F and σ̂2

n.

From Assumption S1 (iii) and the proof of Lemma 7.2 (a) in AS, PS1 is satisfied

replacing B by max(M,M0) in the proof of Lemma 7.2-(a) in AS.

We now show that PS2 in AS also holds. As the result is uniform over F0, we have to

consider sequences for the cdfs Fn of (Dn,i, Yn,i, Xn,i)i=1...n (with Fn ∈ F0). We also

define

Ỹn,c(Xn,i) = Dn,iq (Yn,i, c(Xn,i)) + (1−Dn,i)ψn,i,

Wn,i =
Dn,i

EFn [Dn,i]
− 1−Dn,i

EFn [1−Dn,i]
,

σ2
Fn = VFn

(
Ỹn,c(Xn,i)

)
.

Note that by Assumption 3 (iii), σ2
Fn
≥ σ > 0 for all Fn ∈ F . Let (Ω,F, Fn) be a

probability space and let ω denote a generic element in Ω. Showing Assumption PS2

in AS then boils down to prove that for any 0 < N1 < M1 := 1/ infF σ
2
F , the i.i.d
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triangular array of processes

T1,n,ω =

{
Wn,iφ

(
y − Ỹn,c(Xn,i)

)+

g(Xn,i), (c, y, φ, g) ∈ Cs
(
[0, 1]dX

)
× Y × [N1,M1]× G,

i ≤ n, n ≥ 1

}
is manageable with respect to some envelope function U1. Lemma 3 in Andrews and

Shi (2013) shows that the processes {g(Xn,i), g ∈ G, i ≤ n, n ≥ 1} are manageable

with respect to the constant function 1. Then, using Lemma D.5 in AS, it remains

to show that

T ′1,n,ω =

{
Wn,iφ

(
y − Ỹn,c(Xn,i)

)+

, (c, y, φ) ∈ Cs
(
[0, 1]dX

)
× Y × [N1,M1], i ≤ n, n ≥ 1

}
,

is manageable with respect to some envelope. For such an envelope, we can consider

U ′1(ω) = (M0 +M)/(σε0). We now prove the manageability of T ′1,n,ω. Let us define

M′ =
{
fc,y,φ1,φ2 (ỹ, x, d) = dφ1 (y − q (ỹ, c(x)))+ − (1− d)φ2 (y − ỹ)+ ,

(c, y, φ1, φ2) ∈ Cs
(
[0, 1]dX

)
× Y × [N1,M1]2

}
.

Reasoning as for the classM defined in (6), and using the last equation of the proof

of Theorem 3 in Chen et al. (2003), p.1607, we have that for ε > 0,

N[·] (ε,M′, ‖ · ‖2) ≤ N
(
ε′, [N1,M1]2, |·|

)
×N (ε′,Y , |·|)×N

(
ε′, Cs

(
[0, 1]dX

)
, ‖ · ‖[0,1]dX

)
,

with ε′ = (ε/(2Q))2 and Q defined in (7). Using Theorem 2.7.1 page 155 in Van der

Vaart and Wellner (1996), there exists a constant Q2 depending only on s, dX , and

[0, 1]dX such that

ln
(
N
(
ε′, Cs([0, 1]dX ), ‖ · ‖[0,1]dX

))
≤ Q2ε

′−dX/s.

Moreover, because Y and [N1,M1] are compact subsets of two Euclidean spaces, there

exist Q3, Q4 such that

N
(
ε′, [N1,M1]2, |·|

)
≤ Q3ε

′−4 and N (ε′,Y , |·|) ≤ Q4ε
′−2. (8)

This yields

ln
(
N[·] (ε,M′, ‖ · ‖2)

)
≤ (6 +Q2) max

(
− ln(ε′), ε′−dX/s

)
+ ln(Q3Q4). (9)
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Let � denote element-by-element product and D
(
ε |α� U ′1(ω)| , α� T ′1,n,ω

)
denote

random packing numbers. By (A.1) in Andrews (1994, p.2284), we have

sup
ω∈Ω,n≥1, α∈Rn+

D
(
ε |α� U ′1(ω)| , α� T ′1,n,ω

)
≤ sup

F∈F0

N
( ε

2
,M′, ‖ · ‖2

)
≤ sup

F∈F0

N[·] (ε,M′, ‖ · ‖2) , (10)

where the second inequality follows as in e.g., Van der Vaart and Wellner (1996, p.84).

Then, (9) ensures (see Definition 7.9 in Pollard (1990), p.38) that

sup
ω∈Ω,n≥1, α∈Rn+

D
(
ε |α� U ′1(ω)| , α� T ′1,n,ω

)
≤ λ(ε),

where λ(ε) = exp
(

(6 +Q2) max
(
−2 ln (ε/(2Q)) , (ε/(2Q))−2dX/s

)
+ ln(Q3Q4)

)
. More-

over, by using
√
a+ b ≤

√
a+
√
b for all a, b ≥ 0,∫ 1

0

√
ln(λ(ε))dε ≤

√
6 +Q2

∫ 1

0

[
max

(
−2 ln (ε/(2Q)) , (ε/(2Q))−2dX/s

)]1/2

dε+
√

ln(Q3Q4)

<∞.

Thus, T ′1,n,ω hence T1,n,ω are manageable. Therefore, m satisfies PS2 in AS.

Finally, in order to show that SIG1 in AS is satisfied, we use Assumption S1 (iii) and

follow the proof of Lemma 7.2 (b) in AS where we replace Y by q(Y, c(X)) and B by

max(M,M0). The result follows.

7.4 Proof of Proposition S2

Hereafter, we let [ψ, ψ] (resp. [y, y]) denote the support of ψ (resp. of Y ). As in

Lemma 1, H0SK holds if and only if there exists a pair of random variables (Y ′, ψ′)

and c such that Y ′ ∼ Y , ψ′ ∼ ψ and E [Y ′|ψ′] = Qc(ψ
′). Now, if Qc is strictly

increasing on [ψ, ψ], we have E [Y ′|ψ′] = Qc(ψ
′) if and only if E [Y ′|Qc(ψ

′)] = Qc(ψ
′).

In view of Theorem 1, the latter is equivalent to FY being a mean-preserving spread

of FQc(ψ′). Therefore, the proposition holds if for any η > 0, there exists K, c ∈ RK+1

and F such that (i) Qc is strictly increasing on [ψ, ψ]; (ii) supy∈R |Fψ(y)− F (y)| < η;

(iii) FY is mean-preserving spread of FQc(ψ̃), with ψ̃ ∼ F .
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Fix η > 0. Since FY is continuous on [y, y], it is uniformly continuous on this set.

Hence, there exists η′ such that

|y − y′| < η′ ⇒ |FY (y)− FY (y′)| < η. (11)

By assumption, F−1
Y ◦ Fψ is increasing and continuous. Then, by Theorem 9 in Mu-

lansky and Neamtu (1998), there exists a sequence (Pn)n∈N of increasing polynomials

on [ψ, ψ] satisfying Pn(ψ) = y and Pn(ψ) = y and converging uniformly to F−1
Y ◦ Fψ.

Hence, there exists Pn0 such that

sup
y∈[ψ,ψ]

|Pn0(y)− F−1
Y ◦ Fψ(y)| < η′. (12)

Let K be the degree of Pn0 and c ∈ RK denote the vector of coefficients of Pn0 , so

that Qc = Pn0 . Qc is a non-constant polynomial, which is increasing on [ψ, ψ]. Hence,

its derivative vanishes a finite number of times and Qc is actually strictly increasing.

Hence, Condition (i) above holds. Moreover, combining (12) with (11), we obtain

sup
y∈[ψ,ψ]

|FY ◦Qc(y)− Fψ(y)| < η.

Now, let F := FY ◦Qc on [ψ, ψ], F (y) := 0 for all y < ψ and F (y) := 1 for all y > ψ.

Then F is continuous and increasing, with limit 0 and 1 respectively at −∞ and ∞.

Thus, it is a cdf and Condition (ii) above holds. Finally, let ψ̃ ∼ F . We have, for any

y ∈ [y, y],

P
(
Qc(ψ̃) ≤ y

)
= F ◦Q−1

c (y) = FY (y).

This implies that FQc(ψ̃) is a mean-preserving spread of FY . The result follows.

7.5 Proof of Proposition S3

1. We consider for that purpose (ψ∗, ξ∗ψ, ξ
∗
Y , ε

∗) ∼ N (m,Σ), potentially different from

the true (ψ, ξψ, ξY , ε), and let

ψ̂∗ = ψ∗ + ξ∗ψ,

Ŷ ∗ = ψ∗ + ε∗ + ξ∗Y .

We then fix (m,Σ) so that the DGP satisfies all the restrictions specified in the propo-

sitions, and in particular, (V(Ŷ ∗),V(ψ̂∗),Cov(Ŷ ∗, ψ̂∗)) = (V(Ŷ ),V(ψ̂),Cov(Ŷ , ψ̂)).
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First, letting m = (m1,m2,m3,m4)′, we impose m2 = m3 = m4 = 0, and set all the

non-diagonal terms of Σ, except Σ23 = Cov(ξ∗ψ, ξ
∗
Y ), equal to zero. Then (Ŷ ∗, ψ̂∗, ψ∗)

satisfy (1) and RE hold (considering I = σ(ψ∗) and Y ∗ = ψ∗ + ε∗). We fix be-

low Σ22 ∈ [0,V(ψ̂)]. Then let Σ11 = V(ψ̂) − Σ22 and Σ33 = V(Ŷ ) − V(ψ̂) + Σ22

and Σ44 = 0, so that (V(Ŷ ∗),V(ψ̂∗)) = (V(Ŷ ),V(ψ̂)). Also, because V(Ŷ ) > V(ψ̂),

V(ξ∗ψ) < V(ξ∗Y + ε∗) and Fξ∗ψ dominates at the second order Fξ∗Y +ε∗ .

Now, we fix Σ22. Let a = V(Ŷ ) − V(ψ̂) and c = Cov(Ŷ − ψ̂, ψ̂). Then, by Cauchy-

Schwarz inequality,

c2 ≤ V(ψ̂)V(Ŷ − ψ̂) = V(ψ̂)(a− 2c).

This means that there exists σ2 ∈ [0,V(ψ̂)] such that

c2 ≤ σ2(a− 2c). (13)

Let Σ22 = σ2 and Σ23 = c+ Σ22. Then, by construction,

Cov(Ŷ ∗, ψ̂∗) = Σ11 + Σ23

= V(ψ̂)− Σ22 + Σ22 + c

= Cov(Ŷ , ψ̂).

Moreover, in view of (13) and by definition of Σ22 and Σ33,

Σ2
23 = c2 + 2cΣ22 + Σ2

22

≤ (a− 2c)Σ22 + 2cΣ22 + Σ2
22

= Σ33Σ22.

In other words, Σ is a proper covariance matrix.

2. Let λ = V(ψ)/σ2
ξψ

. If (1) and RE hold, Cov(ξψ, ε+ ξY ) ≥ 0 and λ ≥ λ, we obtain

β − 1 =
Cov(Ŷ − ψ̂, ψ̂)

V(ψ̂)

=
Cov(ε+ ξY − ξψ, ξψ)

σ2
ξψ

(1 + λ)

≥− 1

1 + λ
.

The result follows.
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7.6 Proof of Proposition S4

We first prove that if E[ψL] ≤ E[Y ] ≤ E[ψU ], there exists a unique F ∗ ∈ FB such

that δF ∗ = 0. First, suppose that F b 6= F b′ and, without loss of generality, b > b′.

Then ψb ≤ ψb
′
, implying that F b(y) ≤ F b′(y) for all y. Moreover, the inequality is

strict for at least one y. As a result, E(ψb) > E(ψb
′
). In other words, there is at

most one F ∗ ∈ FB such that δF ∗ = 0. If E[ψL] = E[Y ] or E[ψU ] = E[Y ], such a

solution also exists by taking b = −∞ and b = ∞, respectively. Now, suppose that

E[ψL] < E[Y ] < E[ψU ]. For all ∞ > b > b′ > −∞,

ψb − ψb′ = (ψU −max(ψL, b
′)) 1l{ψU ∈ [b′, b)}+ (b− b′)1l{ψL < b′, ψU ≥ b}

+ (b− ψL)1l{ψL ∈ [b′, b), ψU ≥ b}.

As a result, |ψb − ψb
′| ≤ |b − b′|. This implies that δ̃ : b 7→ E[ψb] is continuous.

Moreover, limb→−∞ δ̃(b) = E[ψL] < E(Y ) and limb→∞ δ̃(b) = E[ψU ] > E(Y ). By the

intermediate value theorem, there exists b∗ such that δ̃(b∗) = E(Y ). Hence, there

exists F ∗ ∈ FB such that δF ∗ = 0. The first part of Proposition S4 follows.

Let us turn to the second part of the proposition. First, if (ii) holds, there exists

b0 ∈ R such that F ∗ = F b0 . Then, by construction and Theorem 1, Y and ψb0 satisfy

H0. Moreover, F b0 ∈ [FψU , FψL ]. Therefore, H0B holds as well.

Now, let us prove that (i) implies (ii). Let us denote by D the set of all the cdfs for

ψ such that H0B holds. By Theorem 1, these are cdfs F satisfying FψU ≤ F ≤ FψL ,

δF = 0 and dominating at the second order FY . We show below that all F ∈ D
are dominated at the second order by F ∗. Then, because FψU ≤ F ∗ ≤ FψL and∫
ydF ∗(y) =

∫
ydFY (y), D is not empty only if F ∗ dominates at the second order FY .

The result then follows by Theorem 1.

Thus, we have to show that for all t ∈ R,

F ∗ = argminFψ∈D

∫ t

−∞
Fψ(y)dy. (14)

First, if F ∗ = F−∞, we have for all F 6= F ∗, F (y) ≤ FψL(y) = F ∗(y) for all y, with

strict inequality for some y. Then δF > δF ∗ = 0 and D = {F ∗}, implying that (14)

holds. Similarly, (14) holds if F ∗ = F∞.
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Suppose now that F ∗ = F b0 for some b0 ∈ R. Because FψU (y) ≤ Fψ(y) for all y < b0

and all Fψ ∈ D, (14) holds for all t < b0. We now prove that (14) holds also for

t ≥ b0. First suppose that t ≥ max(b0, 0). For all Fψ ∈ D,
∫
ydFY (y) =

∫
ydFψ(y)dy.

As a result, by Fubini’s theorem,

−
∫ 0

−∞
F ∗(y)dy +

∫ t

0

(1− F ∗(y)) dy +

∫ ∞
t

(1− F ∗(y)) dy

= −
∫ 0

−∞
Fψ(y)dy +

∫ t

0

(1− Fψ(y)) dy +

∫ ∞
t

(1− Fψ(y)) dy.

Because Fψ ≤ FψL = F ∗ on [b0,∞], this implies that

−
∫ 0

−∞
F ∗(y)dy +

∫ t

0

(1− F ∗(y)) dy ≥ −
∫ 0

−∞
Fψ(y)dy +

∫ t

0

(1− Fψ(y)) dy

and thus (14) holds for t ≥ max(b0, 0). Now, if b0 < 0 and t ∈ (b0, 0), we have

−
(∫ t

−∞
F ∗(y)dy +

∫ 0

t

F ∗(y)dy

)
+

∫ ∞
0

(1− F ∗(y)) dy

= −
(∫ t

−∞
Fψ(y)dy +

∫ 0

t

Fψ(y)dy

)
+

∫ ∞
0

(1− Fψ(y)) dy.

Using again Fψ ≤ FψL = F ∗ on [t,∞) yields

−
∫ 0

t

F ∗(y)dy +

∫ ∞
0

(1− F ∗(y)) dy ≤ −
∫ 0

t

Fψ(y)dy +

∫ ∞
0

(1− Fψ(y)) dy.

Therefore, the result also follows in this case.
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